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Chairman Bono Mack, Ranking Member Butterfield, and Members of the Subcommittee: 

I was honored to receive the invitation to appear before you today to discuss the topic of 

‘Understanding Consumer Attitudes About Privacy.’ 

 

My name is Alessandro Acquisti. I am an associate professor at the Heinz College, 

Carnegie Mellon University (CMU), and the co-director of CMU’s Center for Behavioral 

Decision Research (CBDR).1 I am an economist by training, and I have been studying the 

economics and behavioral economics of privacy for about 10 years. My research combines 

economics, experimental behavioral decision research, and information technology to investigate 

the trade-offs associated with the protection and disclosure of personal information, and how 

consumers calculate, and make decisions about, those trade-offs.  

 

Some of my work focuses on quantifying the value of personal data, the costs of privacy 

invasions, and the benefits of information disclosure.2 My remarks in this testimony, however, 

will concern research that I and others have carried out into the field of consumer privacy 

attitudes and behavior. I will discuss how consumers perceive, and make decisions about, the 

values, costs, and benefits associated with the disclosure of their personal information. 

 

In my testimony, I will highlight three findings: 

 

First, consumers want more than one thing when it comes to privacy and disclosure. 

Consumers enjoy disclosing information online to friends, and enjoy receiving personalized and 

free services as a result of the information they disclose. However, they also want the 

information they reveal to others to be protected, and they are concerned about misuses of their 

personal data.  

 

Second, consumers face major hurdles in properly trading-off privacy and disclosure in 

the marketplace. Problems of asymmetric information, bounded rationality, and cognitive and 

behavior biases make it difficult for consumers to choose optimally between protecting privacy 

and sharing data. 

 



Third, industry and academic research on privacy enhancing technologies suggests that 

consumers and firms can simultaneously achieve information sharing and privacy protection. In 

fact, research in this area shows that it is possible for companies to make innovative uses of 

personal data, and tap information as an economic resource, in ways that do not sacrifice 

consumer privacy. Therefore, a critical question for Congress is how to create incentives that will 

foster the deployment of these innovative technologies. 

 

 

1. Consumers Attitudes: Consumers Want Privacy, Like Sharing 

 

Over the years, surveys have found repeated evidence of significant privacy concerns among US 

consumers.3 Most Americans believe that their right to privacy is “under serious threat” and 

express concerns over the way businesses collect their personal data.4 According to some studies, 

a majority of individuals believe that privacy is a right, and that being asked to pay for it is 

“extortion.”5 Many individuals favor governmental intervention and legislation over self-

regulation as a means for privacy protection.6 Other surveys report that privacy concerns 

negatively affect consumers’ willingness to purchase online or register on websites.7 

 

 Consumers seem especially troubled by tracking technologies. In a survey of 587 US 

adults about attitudes towards location-tracking techniques, Tsai et al. found widespread and 

elevated concerns about the control over data about individuals’ location; generally, 

“respondents [felt that] the risks of using location-sharing technologies outweigh[ed] the 

benefits.”8 In a nationally representative survey about online behavioral targeting by marketers, 

Turow et al. found that 66% of US consumers did not want marketers to tailor advertisements to 

their interests, and that the majority “mistakenly believe[d] that current government laws restrict 

companies from selling wide-ranging data about them.”9 Very similar findings were reported in a 

different study by CMU researchers about targeted advertising.10  

 

Recently, empirical experimental research has provided behavioral support for the view 

that consumers care for privacy: when decision-making hurdles are mitigated, consumers make 

deliberate decisions to protect their data, at the cost of foregoing monetary advantages.11 

 



However, other market-based evidence, surveys,12 and experiments13 have highlighted 

apparent discrepancies between privacy attitudes (what consumers claim in surveys) and actual 

behavior. Individuals seem willing to trade privacy for convenience and bargain the release of 

personal information in exchange for relatively small rewards. The success of many social media 

services indicates that consumers like sharing information online with their friends, and enjoy the 

free services or personalized experiences that are made possible by sharing personal information 

with online providers. 

 

 

2. Privacy Behavior: Hurdles In Decision Making  

 

Consumers’ willingness to share personal information is not in contradiction with their desire for 

privacy.14 In economic terms, both the protection and the disclosure of personal information 

carry tangible and intangible trade-offs for data subjects and data holders alike. In an information 

economy, personal information is a currency that both consumers and firms can try to use 

strategically, to optimize those trade-offs.  

 

Research, however, suggests that consumers face significant challenges in navigating 

those complex trade-offs in ways that reflect their self-interests. Due to those challenges, actual 

privacy behavior may differ from stated attitudes and, more importantly, consumers’ decisions to 

reveal or protect personal information may be suboptimal. Roughly speaking, research has 

uncovered three types of hurdles that can impair privacy decision making: 

 

a) Asymmetric information. Research has suggested that US consumers are often ill-

informed about the collection and usage of their personal information, and the 

consequences of those usages.  This puts them in a position of asymmetric 

information, and sometimes disadvantage, relative to the data holders that collect and 

use that information. For instance, studies have shown that websites have used 

tracking technologies such as “flash cookies” without disclosing their presence to 

consumers, and sometimes even in ways that stand directly in contrast to consumers’ 

revealed preferences.15 Other studies have shown that a majority of consumers 

mistakenly interpret the presence of a privacy policy on a website as implying privacy 



protection,16 and that members of social network sites hold erroneous beliefs about 

the actual visibility of their online profiles and the way social media companies 

handle their data.17  

 

b) Bounded rationality. As consumers, we are limited in our ability to process 

information available to us and formulate rational plans for solving complex 

problems.18 In the field of privacy, research has shown that 54% of privacy policies 

are written in ways that render them beyond the grasp of 57% of the Internet 

population (requiring the equivalent of more than fourteen years of education).19 

Furthermore, if US consumers were to read online privacy policies word–for–word, 

the opportunity costs to the economy of the time lost reading would be about $652 

billion annually.20 The problem of bounded rationality is exacerbated by the fact that 

the proliferation of consumer data tracking and progresses in data mining have made 

it possible to re-identify seemingly anonymous data and infer sensitive information 

from non-sensitive data. In experiments at Carnegie Mellon University, my co-

authors and I were able to predict individuals’ SSNs using simple demographic data 

made available by the individuals themselves through their social media profiles.21 

We were also able to identify (and infer personal information about) individuals in 

public spaces using face recognition technologies and photos made publicly available 

by the targets on social networking sites.22 Consumers are unlikely to predict how the 

non-sensitive information they reveal today will be aggregated and analyzed 

tomorrow to produce such sensitive inferences.  

 

c) Cognitive and behavioral biases. Even if consumers had access to complete and 

perfect information about all usages of their personal information, and all trade-offs 

associated with those usages, a host of cognitive and behavioral biases (that is, 

systematic deviations from theoretically rational decision making) may impact their 

marketplace behavior, leading to suboptimal disclosure decisions. Such biases have 

been analyzed by behavioral economists and decision researchers for several years. 

Some examples applicable to the field of privacy include: 

o Instant gratification bias. Human beings tend to value the present more than the 

future, which may lead consumers to underappreciate future negative 



consequences of current actions.23 In previous research, I have shown that while 

the benefits of information disclosure are often immediate, the costs associated 

with those disclosures are not just uncertain, but appear as distant in the future. As 

a consequence, even when the benefits of disclosure may be small compared to its 

possible risks (for instance, identity theft), consumers may give in to immediate 

gratification, disclosing information that may put them at risk in the future.24  

o The paradox of control in privacy decision making. In a series of experiments at 

Carnegie Mellon University, we have found that increasing the feeling of control 

over the release of private information can decrease individuals’ concern about 

privacy, and paradoxically increase their propensity to disclose sensitive 

information - even when the objective risks associated with such disclosures do 

not change or, in fact, worsen. Our findings highlight how technologies that make 

individuals feel more in control over the release of personal information may have 

the consequence of eliciting greater disclosure of sensitive information and more 

elevated privacy risks.25 

o Numerous additional experiments we ran at Carnegie Mellon University (online, 

in the lab, or in natural conditions) suggest that the disclosure of personal and 

even sensitive information by individuals can be manipulated merely by subtly 

altering the interface of Internet services – for instance, by showing that other 

individuals have made sensitive disclosures,26 by asking questions covertly so that 

the act of disclosing is not salient,27 or by altering the order in which questions of 

varying sensitivity are asked.28  

 

The results in this area suggest that consumers often lack the information, resources, 

foresight or self-insight to make optimal decisions about privacy protection and information 

disclosure. In fact, the decision-making challenges that consumers face in the marketplace can 

be, and sometimes have been, exploited by firms to nudge consumers towards more 

disclosures.29  

 

On the other hand, research suggests that, if and when both informational and behavioral 

gaps are addressed, consumers make conscious decisions to protect their privacy. 

 



In an experiment with actual cash incentives and real privacy/monetary trade-offs, my co-

authors and I investigated whether more prominent, salient, and straightforward information 

comparing the data handling strategies of different merchants will cause consumers to 

incorporate privacy considerations into their online purchasing decisions. We designed an 

experiment in which a shopping search engine interface clearly and compactly compared privacy 

policy information for different merchants. When such information was made available, 

consumers tended to purchase from online retailers who better protected their privacy. In fact, 

our experiment indicated that when comparative privacy information was made more salient and 

accessible, consumers were willing to pay a premium to purchase from more privacy protective 

websites.30  

 

In another series of experiments, we examined the power of framing on consumers’ 

valuations of their personal data. In one of those experiments, subjects were asked to choose 

between a $10 gift card with privacy protection and a $12 gift card with no such protection. In a 

first condition, subjects were first endowed with the card with more protection, and then asked 

whether they were wanted to swap that card for the more valuable, but less protected, card. In a 

second condition, subjects were presented with exactly the same two alternatives – but the order 

in which they received the cards was inverted. Our subjects were five times more likely to 

choose privacy protection (and reject the additional cash provided by the $12 card) in the first 

condition, in which they had been primed to think that their privacy would be, by default, 

protected. The results suggest that consumers who start from positions of greater privacy 

protection are much more likely to forego monetary offers and preserve that protection than 

consumers who feel that their data is not protected. As a consequence, repeated claims that 

consumers do not have privacy protection may be self-fulfilling: if consumers are told not to 

expect privacy, then their expectations may be altered, and they may end up valuing privacy 

less.31 

 

  

3. Privacy Enhancing Technologies: Sharing Data While Protecting Privacy 

 

While self-regulatory solutions based on notice and choice do offer consumers some degree of 

transparency and control, they are unlikely to solve consumers’ hurdles in privacy decision 



making, and sometimes fail to create sufficient incentives for firms to comply. For instance, 

recent Carnegie Mellon research on behavioral targeting and opt-out technologies reported 

numerous instances of non-compliance with the Network Advertising Initiative (NAI) and 

Digital Advertising Alliance (DAA) behavioral ads opt-out mechanisms among 100 leading 

websites.32 Related research also indicated that consumers do not understand what they are 

opting out of, have difficulty opting out, and are not able to distinguish among the hundreds of 

tracking companies to make informed opt-out decisions.33 

 

However, industry and academic labs across the United States have also developed other 

technologies that may address the problem of consumers’ decision making hurdles, without 

sacrificing firms’ ability to access data and innovate. “Privacy Enhancing Technologies” (or 

PETs) can be used to protect, aggregate, and anonymize those data in ways that are both 

effective (in the sense that re-identifying individual information becomes so costly to discourage 

the attempt) and efficient (in the sense that the desired transaction can be completed with no or 

minor additional costs for the parties involved). In other words, privacy-enhancing principles can 

be utilized without limiting the main purpose of an application or a transaction. 

 

 A vast body of research in privacy enhancing technologies suggests, in fact, that 

cryptographic protocols can be leveraged to satisfy both needs for data sharing and needs for 

data privacy. Not only is it already possible to complete verifiable and yet privacy enhanced 

transactions in areas as diverse as electronic payments,34 online communications,35 Internet 

browsing,36 or electronic voting;37 but it is also possible to have credential systems that provide 

authentication without identification,38 share personal preferences while protecting privacy,39 

leverage the power of recommender systems and collaborative filtering without exposing 

individual identities,40 or even execute calculations while keeping data encrypted and 

confidential,41 opening the doors for novel scenarios of privacy preserving data gathering and 

analysis, and even privacy-preserving behavioural targeting.42 

 In other words, privacy enhancing technologies may make it possible to reach equilibria 

where data holders can still analyse and act upon vast amounts of micro-data, while individual 

information stays protected. Hence, results in this area suggest that there are ways to protect 

privacy without causing inefficiencies in the marketplace. Arguably, the transition to these new 



equilibria would not be costless; but it could be welfare-enhancing for consumers and society as 

a whole.43 Such transition could also provide the right conditions for new business models, and – 

as consumers develop greater trust in the way their information is protected - for more truthful 

sharing of consumers’ data. 

 

4. Conclusion 

 

Consumers’ attitudes towards privacy and disclosure are nuanced. Consumers enjoy exchanging 

information online with friends and receiving personalized services through the information they 

disclose. But they also want the information they reveal to be protected, and remain concerned 

about abuses of their personal information. Consumers thus face significant decision making 

hurdles when navigating the complex privacy trade-offs that emerge in the marketplace. 

Research suggests that self-regulatory solutions do not address those hurdles. Giving consumers 

knowledge of and control over the usage of their data may be necessary conditions for privacy 

protection; but empirical evidence supported by behavioral economics and decision research 

suggests that they are not sufficient conditions. As Loewenstein and Haisley write, 

“[i]nformational interventions are only effective against one of the two broad categories of 

mistakes that people make – those that result from incorrect information – and not against the 

other: self-control problems.”44 

 

However, both industry and academic labs in the United States have developed tools that 

can help both consumers and companies find a more desirable balance between information 

disclosure and information protection, and achieve better trade-offs. Research in the area of 

privacy enhancing technologies shows that it is possible for companies to make innovative uses 

of personal data, and tap information as an economic resource, in ways that do not sacrifice 

privacy. Policy makers should consider how to create mechanisms that will incentivize the 

deployment of these innovative technologies. 

 

Thank you for inviting me to testify today. I look forward to answering your questions. 
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